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Digital & AI Omnibus Proposal 


Executive summary 
The EU faces an existential competitiveness crisis without swift or structural reforms. To reverse this trend, a new regulatory approach is needed. The aim should be for EU regulations to support digital innovation, economic growth and competitiveness, rather than focusing solely on restricting how data can be used, thereby slowing innovation and economic growth, further impacting the ability of European companies to compete (globally). The EU should focus on maintaining strong levels of data protection and stimulating EU economic growth.  
Although FEDMA welcomes the omnibus initiative as a first step, at an overarching level, there are weaknesses in how the Commission has so far approached the simplification effort. Genuine regulatory simplification should not primarily be about easing the burden on companies’ compliance departments but also be intended to meaningfully improve the conditions for enhanced competitiveness and increased growth related to digital legislation. As for this, FEDMA is presenting further suggestions such as concrete amendments. 	Comment by Hadewich Van Alst: I am wondering whether this should be more diplomatic ? Connected to missing opportunity because it compels to action. 
With this said FEDMA welcomes the European Commission’s efforts to simplify the digital acquis and the AI Act, particularly for SMEs and small mid-cap companies. The omnibus’ objective to simplify legislation reduces compliance costs, frees up resources to invest in innovation, alleviates barriers to innovation, which is resulting in more competition and EU economic growth, all the while maintaining high standards of personal data protection. To achieve this, the EU should drift away from a “tick-the-box” compliance culture and steer towards a more competitive and innovative-friendly regulatory approach. While many of the proposed amendments support the objective, others would benefit from improvements.  To better achieve the omnibus’ objective, FEDMA proposes: 
· Rebalancing more fairly the existing regulatory framework between protecting personal data and stimulating economic growth to more closely align with recital 4 GDPR
· Addressing cookie fatigue by maintaining a technically feasible version of Art. 88a in the GDPR and deleting Art. 5(3) ePrivacy Directive. 
· Modernising and harmonising the interpretation of the rules on direct marketing in the ePrivacy Directive and harmonise interpretation in the EU to stop slowing EU economic growth and the uptake of cross-border activities.
· Avoiding an exclusive browser-based consent control mechanism and rather support a market-driven approach and the coexistence of various technological solutions developed independently or in collaboration with browser providers, which foster innovation and EU economic growth. 
· Ensuring legal certainty through tech-neutral and simple identifiability criteria in the GDPR definition of personal data to support innovation. 
· Strengthening global competitiveness through ethical AI development and streamlined GDPR, AI and cybersecurity rules. 
· Readjusting the balance to protect businesses from abusive GDPR exploitation while safeguarding legitimate compensation rights. 
· Upholding strong accountability through ROPA obligations to guarantee sustainable growth in data-driven marketing. 
The beneficial impacts of the above-mentioned proposals will extend beyond the data-driven marketing sector. Personalised digital advertising plays a unique role in the EU economy: 76% of SMEs report that it helps them compete with larger firms and 86% attributing their recent revenue growth directly to its use.[footnoteRef:1] Ensuring that regulatory frameworks remain workable and oriented towards economic growth is essential to safeguarding the competitiveness of Europe’s economy and the smaller companies that depend on personalised advertising to innovate and create value across the European Single Market. [1:  Centre for Information Policy Leadership, ‘The Impact of Digital Advertising on Europe’s Competitiveness: a study on the role of digital advertising in Europe’, March 2025, p.9  (weblink). ] 

Rebalancing more fairly the existing regulatory framework between protecting personal data and stimulating economic growth to more closely align with recital 4 GDPR
Although we recognize that it would be only one of many factors that need to be addressed to resolve the EU’s competitiveness challenges, a balanced regulatory framework for the use of data in marketing, innovation and business development, is crucial to achieving the goals of enhanced competitiveness and increased growth. It also requires a new approach: a high threshold for whether new legislation is needed at all, principles-based rules rather than detailed regulation, and impact assessments that rigorously examine how proposals and existing legal frameworks affect innovation and the enterprises of the future.
Beyond reviewing legislation itself, we must also assess how key digital laws have been implemented, particularly their practical impact on competitiveness, which is often overlooked. Although the principles of the GDPR were designed to strike an acceptable balance between businesses’ legitimate need to process data and the crucial need to protect sensitive data,[footnoteRef:2] an inherent imbalance in its application has existed from the outset – one that has increasingly led to competitiveness issues over time. A key part of this imbalance lies in the role assigned to the European Data Protection Board (EDPB) and the fact that its guidelines, in effect, have no counterpart that takes its starting point in interpreting the GDPR through the lens of European competitiveness.  [2:  Recital 4 GDPR. ] 

It is also worth noting that any changes to the GDPR itself risk being ineffective should the EDPB continue in its line of expansive interpretations and restrictive-to-European-growth guidelines. The core issue is also how the legal text itself is applied in practice. FEDMA calls on the EU to foster a more balanced regulatory approach, one that protects personal data while also enabling economic growth, in line with the spirit of Recital 4 of the GDPR. To ensure that competitiveness plays a much greater role in the interpretations, including the legitimate data needs of European businesses, we are suggesting amendments to the GDPR in either an article or a recital to rebalance the GDPR. 
1. Proposed amendment to article 1 (add new paragraph 1a) GDPR
In protecting natural persons with regard to the processing of personal data, the GDPR shall also ensure conditions for the competitiveness of the Union economy and the freedom to conduct a business, in particular by supporting proportionate, risk-based and technology-neutral rules that enable lawful data use across the internal market. The interpretation and application of the GDPR shall respect the principles of proportionality and legal certainty and shall not unduly restrict legitimate commercial activities where adequate safeguards for individuals are in place.
2. A proposed new recital X to GDPR
In pursuing the EU’s objectives for a well-functioning internal market and sustainable competitiveness, the GDPR shall be applied in a manner that safeguards the rights to privacy and protection of personal data of natural persons (Articles 7 and 8 of the Charter of fundamental rights of the EU) while equally respecting other freedoms such as the freedom to conduct a business and the freedom to provide and receive services within the Union (Art. 16 of the Charter of fundamental rights of the EU; Art. 114 of the Treaty on the Functioning of the EU). The rules herein are risk-based and proportionate, and should not unduly impede data-driven innovation, legitimate commercial communications, or the scaling of European enterprises. Where several lawful bases are available, consent is not a default requirement for processing personal data; it is required only where expressly stated. Controllers and supervisory authorities shall interpret and apply the GDPR so as to strike a fair balance between these fundamental interests, avoiding unnecessary burdens that fragment the internal market.
3. A practice-oriented tool operated by the European Commission replacing growth inhibiting EDPB guidelines by a more accessible, pragmatic and stable tool for SMEs
Other concrete measures to achieve better application of the legislation could include limiting the economically growth-limiting impact of the EDPB’s mandate on SMEs by establishing an economically growth-stimulating, pragmatic and reliable tool for SMEs.  The objective of such a tool would be to create a more easily accessible and stable regulatory framework that support SMEs breaching the gap between the regulatory framework and their business idea. 
Besides, other options could inter alia include new mechanisms such as a European Commission AI-tool giving legally binding answers on how data may be used for innovation and growth inhibiting guidelines from the EDPB which are effectively inaccessible unless a company has an in-house legal department. For someone seeking to turn a business idea into reality, for start-ups or SMEs that is not an option. The Digital Omnibus is an opportunity for the European Commission to show it can follow the ethical AI development trend it contributed to launch and become more accessible to SMEs. 
A modern and simplified EU consent framework (incl. GDPR and ePrivacy) to effectively solve cookie fatigue, empower SMEs and drive European economic growth 
1. Targeted amendments under Art. 88a ‘amended’ GDPR, Arts. 5(3), 13 ePrivacy Directive: avoiding split GDPR & ePrivacy regimes 
FEDMA welcomes the amendments that mirror Art. 5(3) ePrivacy Directive into the new Art. 88a ‘amended’ GDPR and we are confident that this will help addressing the widespread cookie fatigue experienced by users. However, this amendment also requires a reassessment of Art. 5(3) ePrivacy Directive itself. Given the GDPR’s clarified relative approach to personal data,[footnoteRef:3] the amendment categorises a large part of cookies as non-personal data for individual controllers or processors. Maintaining a parallel consent regime under Art. 5(3) ePrivacy Directive would therefore create unnecessary duplication and perpetuate cookie fatigue. We therefore propose to repeal Art. 5(3) ePrivacy Directive to eliminate cookie fatigue all the while preserving high standards of data protection. [3:  Case C-413/23 P SRB (weblink). ] 

Furthermore, we welcome the amendment in Art. 88a(3) ‘amended’ GDPR which allows controllers to access, without consent, personal data already stored on terminal equipment to generate aggregated audience‑measurement information for their own online services.  This amendment increases legal certainty for data-driven marketeers all the while contributing to economic growth in the EU because it allows companies to gain insights in the performance of their marketing activities. 
FEDMA does not welcome Art. 88a(4) ‘amended’ GDPR as the amendments on managing consent requests are technically challenging, deny existing soft opt-in constructions and risk undermining the reliability of consent, the latter being a cornerstone of data-driven marketing activities. The provision prohibiting new consent requests for as long as the controller can lawfully rely on existing consent is technically unfeasible and is not anchoring into existing GDPR rules, creating legal uncertainty. This prohibition therefore needs to explicitly refer to Arts. 6 and 7 GDPR which enshrine the grounds for processing and consent rules, thereby avoiding technical issues and legal uncertainty all the while guaranteeing high data protection standards. Besides, the six months prohibition on re‑requesting consent after a refusal requires additional data storage and leads to technical issues. We therefore propose deleting this prohibition. If the above proposals are not feasible, the application deadline for this provision should be extended from six to twelve months after the entry into force of the Omnibus Regulation.
Clear and consistent rules on direct marketing empower companies, particularly SMEs, to reach customers efficiently across borders, support sustainable revenue models for data-driven marketing services, foster innovation in the sector a.o. by lowering compliance costs, making the data-driven marketing sector (also globally) more competitive. Therefore, beyond the amendments in the Digital Omnibus, FEDMA urges the European Commission to modernise and harmonise the interpretation of the ePrivacy Directive in a more comprehensive way by adding the following amendments to the Digital Omnibus:
· Art. 13(2) ePrivacy Directive does not currently reflect operational elements of digital business models, and divergent interpretations of the provision led to fragmentation across Member States. FEDMA therefore recommends codifying the ruling in the recent Inteligo case in which the European Court of Justice confirmed that free accounts and newsletters embedded in a business model designed to drive paid subscriptions amount to a “sale”.[footnoteRef:4] To ensure legal certainty and a coherent interpretation of the provision, Art. 13(2) ePrivacy Directive should explicitly describe ‘the sale of a product or service’ by specifying that it includes ‘those provided without payment’. The consistency and legal certainty will reduce legal risks for SMEs and innovation barriers, which will eventually stimulate European economic growth.  [4:  Case C-654/23 Inteligo Media SA v. Autoritatea Naţională de Supraveghere a Prelucrării Datelor cu Caracter Personal (ANSPDCP), paragraph 63 (weblink).] 

· Furthermore, the current wording in Art. 13(2) ePrivacy Directive is not seamlessly aligned with the GDPR’s standards on informed consent and the right to object. To modernize the ePrivacy Directive, strengthen transparency and to align the current interpretative fragmentation across Members States, FEDMA urges the following amendment: 
· The deletion and replacement of: ‘provided that customers clearly and distinctly are given the opportunity to object, free of charge and in an easy manner, to such use of electronic contact details at the time of their collection’ 
· By : ‘provided that customers are informed, in a clear, concise and intelligible manner, at the time their electronic contact details are obtained, of the intended use for direct marketing of the sender’s own similar products or services, and provided that each direct marketing message includes a free-of-charge and easy-to-use means to object, effective without undue delay’. 
· Moreover, Art. 13(2) ePrivacy Directive refers to Directive 95/46/EC, which should be replaced by a reference to the GDPR to reflect the existing legal framework on the matter. 
· Art. 13(3) ePrivacy Directive resulted in significant legal fragmentation across Member States, creating barriers to cross‑border direct marketing activities. To address this and build upon a successful sector initiative, namely the widespread use of the Telephone Suppression Files (also called ‘Robinson Lists’), FEDMA proposes harmonising legislation by prohibiting direct marketing for subscribers or users who have expressed their wish not to receive such communications.[footnoteRef:5]  [5:  More concretely, FEDMA proposes the deletion of the following in Art. 13(3): ‘either without the consent of the subscribers or users concerned or’ and ‘the choice between these options to be determined by national legislation, taking into account that both options’. ] 

Maintaining a “split” GDPR and ePrivacy legal framework[footnoteRef:6] together with fragmented interpretations perpetuates legal uncertainty, (cross-border) operational complexity and unnecessary compliance burdens for the data-driven marketing sector. This will not only negatively impact efficiency in the data-driven marketing sector but also, the many European companies that rely on data-driven marketing services to reach customers, innovate, and grow. A modern, seamlessly coordinated and consistently interpreted GDPR and ePrivacy legal framework is key for the growth of the wider European economy.  [6:  In the case C‑129/21 Proximus NV v. Gegevensbeschermingsautoriteit (weblink), the European Court of Justice clarified that the ePrivacy Directive is a lex specialis of the GDPR (ref. paragraph )33, thereby clarifying the interplay of this legislation. This is also enshrined in recital 173 and Art. 95 GDPR. While one legislation on data processing covering both personal data as non-personal data would result in a more simplified and accessible approach, the main factor creating legal uncertainty is the diversity of interpretations across Member States. ] 

2. Targeted amendments under Art. 88b ‘amended’ GDPR: browser-based consent control 
Consent enables transparency, user trust and autonomy and ethical data use in the data-driven marketing sector and should therefore remain a core concept in the GDPR. To preserve a competitive and innovation-friendly environment for consent management, and catering to the needs of a wide range of different users, FEDMA does not welcome Art.88b ‘amended’ GDPR aiming at establishing browser-based consent control and urges the deletion of this amendment for several reasons: 
· There is a widespread concern that relying on an exclusive browser-based consent control mechanism would create a de facto monopoly for browser providers, limiting the ability of a wide ecosystem of European businesses to build direct and trusted relationships with the end users. Such a model would unduly negatively affect data-driven marketing companies, particularly SMEs, and could even jeopardise the viability of some. Such unintended consequences can only be prevented by the deletion of Art. 88b ‘amended’ GDPR. 
· Complementarily, by favouring a single technical solution over a market-driven solution, the Digital Omnibus undermines the principle of technological neutrality already embedded in the GDPR. European SMEs have developed or are developing consent management tools (e.g., plugins) which offer meaningful choice and flexibility. Were this provision be enacted, innovation would then be directly suppressed, not because the exclusive browser-based consent control mechanism was selected by the market as the best and only option, but because legislation had imposed it. The coexistence of various technical solutions and the competitive market dynamics will benefit the wider data-driven marketing ecosystem as well as users. 
· To build on the abovementioned, a market-driven solution would allow a diversity of solutions, catering to a variety of users’ expectations and needs, and the competition could raise qualitative outcomes, raising the levels of user satisfaction as well as data protection sector standards. The sector’s longstanding experience shows that users value different types of personalisation depending on context, brand, and purpose. A one‑size‑fits‑all browser setting cannot capture this diversity of expectations and needs. 
Instead of an exclusive browser-based consent control mechanism, FEDMA would support a balanced, market-driven and multi-technical-solution developed by standalone companies or in collaboration with browser providers and taking account of the diversity of users’ needs and expectations.
Legal certainty through tech-neutral and simple identifiability criteria are key to innovation and EU economic growth
3. Targeted amendments under Art. 4(1) GDPR and 41a ‘amended’ GDPR: the definition of personal data 
We welcome the streamlining of the definition of personal data in line with the recent SRB ruling[footnoteRef:7] (C-413/23 P), which codifies the relative approach to identifiability and thereby enhances legal certainty across the EU. This legislative development will allow for better results when training AI, which will boost innovation in the EU economy. Besides, the amendment creates space for the adoption of Privacy Enhancing Technologies (PETs)[footnoteRef:8], such as pseudonymisation, benefitting companies and consumers alike. PETs operationalise core GDPR data protection principles (such as data minimisation and privacy‑by‑design) in business systems, thereby strengthening regulatory resilience, and embed safeguards into the way data is collected, used and stored. As highlighted by the OECD[footnoteRef:9], PETs have proven successful in safeguarding privacy and personal data protection by enabling data utility while protecting confidentiality and trust in processing.  In line with the OECD recommendations, policy makers and privacy enforcement authorities will increasingly need to consider how the use of PETs impacts regulatory assessments under privacy and data protection frameworks, recognising their contribution to privacy‑protective outcomes.[footnoteRef:10] By embedding PETs into the Digital Omnibus, the European Commission not only reinforces trust but also unlocks innovation potential, ensuring that privacy and (international) competitiveness advance hand in hand.	Comment by Hadewich Van Alst: This was mentioned in discussions with other federations, and since this is a main priority for the EC, and aligned with our position, I added it.  [7:  Case C-413/23 P SRB (weblink)]  [8:  Privacy Enhancing Technologies are an umbrella term to designate multiple tools used to improve security, maintain user privacy, through an additional layer of protection, for instance, by minimising the amount of data processed by third parties. ]  [9:  OECD report Emerging Privacy Enhancing Technologies: Current Regulatory and Policy Approaches, March 2023, pp. 4–5, 8–9 (weblink). ]  [10:  OECD report Emerging Privacy Enhancing Technologies: Current Regulatory and Policy Approaches, p. 39. ] 

To strengthen the amendment in Art. 4(1) GDPR, we call for recital 26 GDPR to be aligned not only with the recent SRB ruling, but above all with the tech-agnostic character of the GDPR. A tech-neutral GDPR is essential to foster innovation, growth and competition in the EU, because rigid technological prescriptions risk stifling innovation and burdening companies with outdated compliance models. For instance, recital 26 GDPR refers to the ‘singling out’ technique, which nowadays does not necessarily lead to identifiability when state-of-the art solutions are used. Yet, the ‘singling out’ technique remains a key method to underpin many legitimate processes that feed European economic growth. By remaining technology‑neutral, the GDPR also becomes future‑proof against evolving technology and guarantees consistent legal application, allowing businesses to carry innovation through to market, benefitting the society as a whole and guaranteeing a competitive spot in international markets. More concretely, we suggest deleting the following struck through words in recital 26: ‘To determine whether a natural person is identifiable, account should be taken of all the means reasonably likely to be used, such as singling out, either by the controller or by another person to identify the natural person directly or indirectly.’. Ensuring recital 26 reflects both legal certainty and technological neutrality will safeguard data subject rights while enabling the deployment of increasingly advanced technologies and practices that drive Europe’s digital competitiveness. 	Comment by Hadewich Van Als: An example of a legitimate process could be added if deemed more convincing ? I think this could improve the text. 	Comment by Hadewich Van Als: This goes maybe a bit too far and could make the argument a bit less credible ? What do you think ?	Comment by Hadewich Van Als: Is this a bit too direct and explicit ?  
In addition, we welcome the mandate in Art. 41a ‘amended’ GDPR for an implementing act to specify criteria for determining when data resulting from pseudonymisation is no longer considered personal data. Establishing EU-wide criteria will provide legal certainty, which is a key driver of economic growth, by enabling flexibility, innovation and cross-border data exchange. We stress that the criteria must be simple and unambiguous in their implementation, ensuring that all companies can apply them:
· effectively (i.e., meet the objective of the GDPR); 
· efficiently (i.e., without additional cost or effort); and 
· consistently (i.e., the same application across the EU). 
This is particularly important for SMEs, which have fewer resources and must be able to rely on clear, accessible rules to remain competitive in the digital economy. 
Notwithstanding the aforementioned, it is equally important that Art. 41a’s mandate for an implementing act remains focused on principles rather than prescribing specific technical ‘means’ for determining when pseudonymised data may no longer constitute personal data for certain entities. Such an approach would preserve flexibility and avoid unintentionally constraining innovation. This provision should therefore focus on tech-neutral and subjective factors (given the relative approach codified in Art. 4(1) GDPR), such as ‘available resources, legal rights, available technology in a data recipient and costs and time necessary to implement mitigating measures by a data recipient’. We propose to add the mentioned factors in Art. 41a explicitly. Besides, we stress that the assessment of anonymity or pseudonymisation must be a realistic risk-based evaluation, reflecting actual risks and operational circumstances. Such an approach will encourage the use of PETs and other mitigating measures, consistent with a risk‑based framework, while ensuring that companies (and particularly SMEs) can implement solutions effectively and competitively. 	Comment by Hadewich Van Als: This is my suggestion, I am wondering whether subjective factors should also be added, because of the relative approach, pushing us to look through the lens of each party. What do you think ? 
We also noted the current placement of Art. 41a ‘amended’ GDPR within the GDPR, situated between provisions on certification (Art. 42) and codes of conduct (Arts. 40, 41). This implementing act addresses the definition of personal data, and therefore, we believe that its natural and logical place is directly within Art. 4(1), which sets out that definition. Ensuring that EU law remains accessible and easy to navigate is essential for all stakeholders. Embedding Art. 41a ‘amended’ GDPR in the ‘definitional section’ (i.e. chapter I GDPR) would strengthen legal certainty and ensure that businesses, regulators, and citizens can navigate the GDPR with clarity. 
Lastly, while Art. 41a ‘amended’ GDPR foresees close cooperation between the European Commission and the EDPB in preparing the implementing act, we believe that a more transparent and practice-oriented approach would further strengthen the process. The EDPB’s core mandate is to ensure consistent application of the GDPR and to issue opinions, advice and guidance.[footnoteRef:11] In this context, it may be more appropriate for the EDPB to contribute through an independent, practice‑informed advice in line with Art. 70(b) GDPR  rather than through direct involvement in drafting the implementing act. At the same time, closer engagement with industry stakeholders would allow the European Commission to draw on operational expertise and established risk‑management practices. This would respect institutional roles, enhance transparency, and support the development of criteria that are both workable and aligned with real‑world needs.	Comment by Hadewich Van Als: I am not sure that an ‘opinion’ is the right instrument because the GDPR does not allocate the task to the EDPB in this context (ref. art. 70(1)(q-t, x) GDPR). Maybe that what we are asking for falls under Art. 70(1)(b-c) GDPR. Then the EDPB would ‘advice’ which normally is also publicly available. 
I am guessing we want to avoid guidelines, recommendations and best practices so that we have binding rules for legal certainty. 
We could also ask for a task to be added in Article 70, which would give the EDPB a new task.  [11:  Art. 70 GDPR.  ] 

4. Targeted amendment under Art. 4(32-38) and Art. 5(1)(b) GDPR: scientific research  
We welcome the alignment of the same definitions across different legislations, which provides clarity in data use and contributes to greater legal certainty. Besides, the new definition on ‘scientific research’, which includes research that support innovation and aim to further a commercial interest, together with the amendments in Art. 5(1)(b) GDPR, are particularly valuable. The amendments will enable companies to gain insights necessary to improve and market their products and services effectively. Moreover, it gives companies the flexibility to choose between carrying out studies inhouse or to outsource these to external specialised research companies.  This clarity ultimately supports economic growth and fosters research and innovation that are both responsible and practically relevant. A minor drafting refinement could be considered: replacing the phrase “independent of” with “notwithstanding” or “regardless,” which may provide greater legal consistency.
Fostering global competitiveness through ethical AI development and streamlined GDPR, AI and cybersecurity rules 
5. Targeted amendments under Art. 9 and Art. 88c GDPR: new processing grounds for special categories of personal data  
FEDMA welcomes the two additional processing grounds for special categories of personal data in Art. 9(2) GDPR. When combined with the safeguards proposed in Art. 88(c) ‘amended’ GDPR (i.e., appropriate organizational, technical measures and safeguards for the rights and freedoms of the data subject), together with the existing security obligations in Art. 5(1)(f) GDPR,  these provisions provide legal certainty while ensuring that sensitive data can be processed responsibly and in a manner proportionate to the risks involved. This legal certainty allows companies, including SMEs, to develop new products, improve services, and invest confidently in data‑driven development while maintaining high standards of data protection. 
The above-mentioned amendment is even further strengthened by the added fifth paragraph in Art. 9 GDPR. This paragraph aims at balancing the protection of special categories of data that could inadvertently flow into the pool of data used for training an AI system. While it is for the industry to figure out ways to prohibit the disclosure of such data to third parties, we believe it a realistic approach to close the regulatory gap between the essential protection of special categories of personal data and the practical reality that such data can inadvertently end up in AI training sets. An important drafting refinement could be considered, namely ‘remove such data’ should be complemented by ‘from the AI output’ to ensure clarity regarding the intended scope of the obligation. 	Comment by Hadewich Van Als: I am wondering whether this is sufficient to create an innovation-prone environment. It is clear what we should do, but not whether if it happens, the company responsible (which one?) would be liable under the GDPR. A recital could maybe be added ?  
FEDMA welcomes the amendment in Art. 88c ‘amended’ GDPR explicitly allowing processing for legitimate interests when necessary in the context of the development and operation of an AI system, mainly because it will open room for innovation all the while guaranteeing strong accountability for companies, ultimately leading to sustainable EU economic growth. Unlike consent which can be collected in a formalistic and procedural way, legitimate interest requires controllers to undertake rigorous and documented (risk) assessments, laying the ground for targeted safeguards for the data subjects’ GDPR rights. As a result, processing on the basis of legitimate interest mandates robust accountability and aligns seamlessly with the GDPR’s risk-based approach. 
6. Targeted amendments under Art. 4a ‘amended’ AI Act: special categories of data for bias detection and mitigation 
We welcome the clarification in Art. 4a of the amended AI Act according to which the mere processing of special categories of data does not in itself constitute discrimination. This amendment provides much‑needed legal certainty and supports the responsible development of AI systems that rely on sensitive data for legitimate and socially beneficial purposes. We are committed to advancing methods and deploying PETs to address the associated challenges in a responsible and innovative manner. 
7. Targeted amendments under Art. 33(1) GDPR: notification of personal breaches 
FEDMA welcomes the amendments in Art. 33(1) GDPR which better align personal data breach notifications in several legislations (e.g., GDPR, NIS2[footnoteRef:12]). FEDMA also supports the clarification that notification is required only where a personal data breach is likely to result in a high risk to the rights and freedoms of natural persons, as this raises the threshold for controllers and reduces unnecessary notifications while maintaining strong protection for individuals. However, FEDMA foresees that the reference to ‘high risk’ resulting from a personal data breach could lead to difficulties, particularly for SMEs, because the GDPR does not define this concept. While reliance on existing guidelines[footnoteRef:13] and national guidance provides for some steering, the existing fragmentation due to interpretative differences, difficulties (relating to the time pressure under which a human-centric assessment must be completed) and legal uncertainty will remain. We would therefore support a recital defining the concept of ‘high risk’, taking practical difficulties into account. 	Comment by Hadewich Van Alst: We could also ask for a presumption that some kind of personal data breaches are low risk, but I struggle to see how that would not fall back on technologies and we are often arguing that the GDPR needs to be tech neutral. And it could risk creating a ‘blurry area’ between high risk and low risk, which will create legal uncertainty. What do you think?  [12:  Directive (EU) 2022/2555 of the European Parliament and of the Council of 14 December 2022 on measures for a high common level of cybersecurity across the Union, amending Regulation (EU) No 910/2014 and Directive (EU) 2018/1972, and repealing Directive (EU) 2016/1148 (weblink).]  [13:  EDPB Guidelines 9/2022 on personal data breach notification under GDPR (weblink). ] 

Readjusting the balance to protect businesses from abusive GDPR exploitation while safeguarding legitimate compensation rights
8. Targeted amendments under Art. 12(5) GDPR: abusive data subject requests 
The original purpose of Art. 12(5) GDPR was to ensure that data subjects who suffer harm are appropriately compensated, a principle FEDMA fully supports. While we recognise and share this intention, practices developed over the years and experience has shown that the practical application of this provision has, at times, come to diverge from its initial objective. The proposed amendment (and the obvious effort by the European Commission to address abusive claims) is therefore a positive and timely development. 
At the same time, we remain concerned that the current wording may not fully safeguard well‑intentioned companies that act responsibly and cause no harm from individuals seeking to exploit ‘a well-documented practice of abusive claims’. Such abusive claims not only impose unnecessary burdens on organisations but also risk undermining the credibility and effectiveness of legitimate compensation requests. We believe that a more balanced approach is essential to protect both data subjects’ rights and the integrity and fairness of the existing framework. We therefore propose the following: 
· We welcome the amendment clarifying that this also applies to requests under Art. 15 GDPR where a data subject abuses the rights conferred by the GDPR for purposes other than the protection of their personal data. However, we remain concerned that the current wording may not sufficiently address the unfair impact this provision continues to have on well‑intended and responsible companies.  In line with existing caselaw,[footnoteRef:14] we therefore propose to refine the description of the manifestly unfounded or excessive requests by explicitly referring to the data subject’s “abusive intention”, indicative of bad faith. This should be understood as a situation where there is a lack of genuine interest in the personal data or where the request is instrumentalised for purposes unrelated to data protection, such as exerting coercive leverage over the controller or pursuing an ulterior aim detrimental to the integrity of the GDPR framework, alongside the “excessive character” already laid down in Art. 12(5) GDPR.  	Comment by Hadewich Van Alst: Based on Marco Saisas’ research and feeback: 

1. Core issue:
1.1.  Introducing “malicious” as a legal criterion is high-risk in EU multilingual drafting; it is semantically unstable, can be read as an autonomous new ground, and creates translation ambiguity, especially in Portuguese and Spanish where “malicioso/malicioso” is strongly associated with “malware” rather than “bad-faith requests”.

2. Preferred legal anchor:
2.1. EU-standard concepts that translate cleanly and align with the proposal’s structure, “abusive” or “in bad faith”, tied to “abuse of rights”, assessed narrowly and case-by-case, based on objective elements, with a clear evidentiary threshold.

3. Supporting reasoning:
3.1. Recent CJEU case law (Case C‑416/23) on “manifestly unfounded or excessive” requests/complaints (notably under Article 57(4)) suggests that volume alone is insufficient, and the assessment must consider all circumstances, reinforcing a cautious, evidence-based approach to any “excessive/abusive” limitation.
3.2. Also, Advocate General’s Opinion of 18 September 2025 in C-526/24, Brillen Rottler (while not yet a judgment) is particularly relevant because it addresses GDPR Article 12(5) directly; the Advocate General indicates that, to refuse or charge a fee on the basis that a request is “excessive”, the controller should demonstrate an abusive intention by the data subject, assessed case-by-case, and discusses scenarios where the right of access is instrumentalised to support damages litigation.

4. Translation equivalents:
4.1. If the policy goal is to capture harassment/disruption and bad-faith behaviour, the closest functional equivalents are: English “abusive” or “in bad faith”.
4.2. This can easily be translated to Portuguese “abusivo” or “de má-fé”, or to Spanish “abusivo” or “de mala fe”;

5. Recommendation:
5.1.  I advise against “malicious” in the legislative text, and propose “abusive” (optionally “in bad faith”) and to add a recital or interpretative clause clarifying narrow construction. [14:  Opinion of Advocate General Szpunar for case C‑526/24 Brillen Rottler GmbH & Co. KG v. TC, paragraphs 44 to 50 in which the Advocate General explains that, while access requests can legitimately support damage claims, they become abusive if the data subject’s only intention is to provoke a refusal and exploit GDPR rights for purposes unrelated to data protection (weblink). The opinion refers to previous caselaw, e.g. : case C-416/23 Österreichische Datenschutzbehörde v. F R, paragraph 50, specifying that the manifestly unfounded or excessive character of a request under Art. 57(4) GDPR is not only characterised by its repetitiveness (i.e. the number of requests during a specific period), because the supervisory authority, having regard to all the relevant circumstances of each case,  also needs to demonstrate an abusive intention on the part of the person who submitted the request (weblink). In its opinion, the Advocate General Szpunar specifies that because both provisions (i.e., Arts. 57(4) and 12(5) GDPR) use identical wording and serve the same purpose, the same interpretation applies (ref. paragraph 40 of the opinion - weblink). Crucially, access requests become abusive and demonstrate bad faith if the data subject’s intention is not to obtain the personal data, but solely to provoke a refusal, disrupt operations, or exploit GDPR rights for coercive purposes unrelated to data protection.] 

· In addition to the explicit mention in Art. 12(5) GDPR, we propose to add the following sentences to recital 59 to safeguard against fragmented interpretations in Member States and overly broad interpretations which could undermine legitimate compensation claims: within the context of manifestly unfounded or excessive requests, which implies acting in bad faith, an abusive intention refers to a situation in which a data subject exercises a right under this Regulation in a manner that exceeds the limits of normal exercise of that right for a purpose unrelated to the protection of their personal data, or to artificially or explicitly cause disruption. This includes scenarios where the request is used as a tool for coercion, to obtain a settlement unrelated to actual data protection harms, or where the request is part of a coordinated commercial campaign designed to burden the controller rather than to genuinely exercise data protection rights. Notwithstanding the aforementioned, where the exercise of a right supports a legitimate compensation claim provided for in this Regulation, it should not be regarded as an abusive intention. 
· FEDMA also welcomes the lower threshold for the controller who must demonstrate that there are reasonable grounds to believe that a request is excessive.
· EU law has consistently treated compensation as a non‑punitive mechanism, as confirmed by recent CJEU case law[footnoteRef:15] under Art. 82 GDPR, which requires data subjects to demonstrate actual and certain material or non‑material damage as a result of the GDPR infringement. We therefore recommend codifying the caselaw by adding one sentence: ‘for the avoidance of doubt, a data subject shall be entitled to compensation only where they demonstrate that they have suffered actual and certain material or non‑material damage as a result of the controller’s action or inaction that constitutes an infringement of the GDPR’. Besides, CJEU caselaw[footnoteRef:16] also confirmed that administrative fines are punitive instruments while distinguishing administrative fines from compensation. 	Comment by Hadewich Van Als: I aligned this with Art. 82(1) GDPR - just also wondering about possible existing and future (national) caselaw on the topic. What are your thoughts about it ?  [15:  Case C‑340/21 VB v. Natsionalna agentsia za prihodite, paragraphs 83 to 86 (weblink).  Case C‑741/21 GP v. juris GmbH, paragraphs 42, 43, 64 (weblink). Case C‑667/21 ZQ v. Medizinischer Dienst der Krankenversicherung Nordrhein, Körperschaft des öffentlichen Rechts, paragraphs 110, 111, 118 (weblink). Case C‑687/21 BL v. MediaMarktSaturn Hagen-Iserlohn GmbH, paragraphs 67 to 69 (weblink). ]  [16:  Case C‑300/21 UI v. Österreichische Post AG, paragraphs 42 and 58 (weblink). See also Opinion of Advocate General Campos Sanchez-Bordona, paragraphs 39, 49, 52 (weblink). Case C‑456/22 VX v. AT, paragraphs 21 to 23 (weblink). ] 

· Similarly, collective redress mechanisms, while valuable for ensuring access to justice, may risk taking on a punitive character when aggregated claims amplify even modest individual damage, making careful calibration important to preserve their compensatory purpose. To support this balance, further calibration measures would be welcome, for example, ensuring that collective redress actions remain grounded in an individualised assessment of actual harm[footnoteRef:17] so that aggregated claims do not inadvertently assume a punitive effect. [17:  Case T‑354/22 Thomas Bindl v. European Commission paragraphs 54, 196 to 198 (weblink). ] 

Simplifying the GDPR ROPA obligations need to go hand-in-hand with strong accountability to guarantee sustainable growth in data-driven marketing 
While FEDMA approves the intention of the European Commission to reduce the GDPR compliance burden for SMEs in Omnibus IV, FEDMA does not welcome the threshold increase in Art. 30(5) GDPR. Fewer companies will be obliged to fulfil the record of processing activities (ROPA), thereby significantly increasing the legal risk for SMEs. More concretely, compliance checks will be difficult or impossible without a record of processing activities, which significantly undermines the accountability of businesses. We therefore propose to erase this amendment from Omnibus IV. 
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